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In this paper, molecular dynamics simulations are employed to study the liquid-crystal phases of 2-�4-
butyloxyphenyl�-5-octyloxypyrimidine and 5-�4-butyloxyphenyl�-2-octyloxypyrimidine. Both mesogens con-
sist of aromatic phenyl-pyrimidine cores in between two identical alkoxy tails, but they differ in the preferred
core conformation. The ab initio–based derivation of suitable molecular models is discussed in detail, with
particular emphasis on capturing proper ring-ring interactions. The presence of ring quadrupoles in the mo-
lecular model is shown to be essential to the correct reproduction of the experimentally observed phases.
Simulations of these fluids at various temperatures are performed and order, for the aromatic core and the
flexible tails, is analyzed. To differentiate smectic-A from smectic-C phases, intermolecular structure is divided
into contributions parallel and perpendicular to the director and layer normal.
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I. INTRODUCTION

Liquid crystals, by virtue of being intermediate between
isotropic liquids and crystalline solids, display a range of
unique properties. Their practical uses, most notably for dis-
plays on cellular phones, televisions, watches, computers,
cameras, and video recorders, are well known �1–3�. Chiral
smectic-C �Sm-C� liquid crystals exhibit ferroelectric prop-
erties and, for this reason, hold considerable promise for ap-
plication purposes �4,5�. In most cases, chiral smectic phases
are produced by the addition of a small amount of a chiral
dopant to an achiral host. Systematic experimental studies
have been undertaken �6–8� to correlate host and dopant
characteristics with the pitch and polarization of the phase.
Multiple mechanisms for the chirality transfer have been
proposed �7,9,10� based on experimental results. However,
theoretical studies have been restricted to predictions based
on the attributes of the chiral additive alone �11–14�. While
these studies have yielded important insights into the dopant
impact, by design they cannot provide detailed molecular
information on the mechanism of dopant-to-host chirality
transfer. As a first step, the characteristics of the hosts and
their phases must be understood. To this end, a comprehen-
sive study of 2-�4-butyloxyphenyl�-5-octyloxypyrimidine
�2PhP�, a well-known liquid-crystal host �15–21�, is carried
out in this paper. A similar mesogen, 5-�4-butyloxyphenyl�-
2-octyloxypyrimidine �5PhP�, which differs from 2PhP only
in the molecular core, is also examined. 5PhP has not been
studied as a host but it has been employed as a cohost for
2PhP where it enhanced the electroclinic coefficient �22,23�
in chiral smectic-A �Sm-A� phases and the polarization
power of the smectic-C phase �24�. The experimental phase
diagram of 2PhP is characterized by the presence of a Sm-C
phase extending from 58 to 85 °C whereas 5PhP only shows
a Sm-A phase. The structures of 2PhP and 5PhP, and their
experimental phase diagrams, are provided in Fig. 1.

Molecular-dynamics �MD� simulations have provided im-
portant details on intermolecular structure and orientational
order for many liquid crystalline phases. Typical simulations
employ simple models, such as multipolar ellipsoids �25,26�,
cylinders �27,28�, or fused ellipsoids or cylinders �29,30�.
Despite their simplicity, many of these models display
a rich phase structure. The Sm-C phase, however, has
proved elusive �31� for many of these models. In 1998,
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FIG. 1. �Color online� 2PhP and 5PhP models and phase
diagrams. �a� Structure of 2-�4-butyloxyphenyl�-5-
octyloxypyrimidine �2PhP�. �b� Structure of 5-�4-butyloxyphenyl�-
2-octyloxypyrimidine �5PhP�. �c� Snapshot of ab initio optimized
core of the 2PhP molecule. �d� Snapshot of ab initio optimized core
of the 5PhP molecule. �e� Schematic multisite coarse-grained rep-
resentation of the 2PhP and 5PhP liquid-crystal molecules. The aro-
matic units, oxygen atoms, methylene groups, and methyl groups
are shown in yellow, red, gray, and blue, respectively. �f� Phase
sequences �24� of 2PhP and 5PhP. Vertical bars show the tempera-
ture at which the MD simulations have been run.
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Neal and Parker �31� found that the introduction of a longi-
tudinal quadrupole to an ellipsoidal molecular model pro-
duced Sm-C phases. Quadrupoles are also of interest in this
work and we explore their impact for the aromatic rings of
2PhP and 5PhP. The feasibility of more realistic molecular
models has been discussed by Zannoni et al. �32�. The pro-
gression from simple models to complex ones is challenging
for several reasons: the computational cost increases for a
more sophisticated molecular representation, many mol-
ecules are required in the simulation cell to properly model
the phase structure, and longer simulations �tens of nanosec-
onds� are needed as the dynamics slow down due to molecu-
lar entanglement. Despite these challenges, many mesogens
require accurate molecular models to capture their phase be-
havior. A comparison between 2PhP and 5PhP, for example,
requires detailed molecular representations since their struc-
tures are very similar. To this end, we have developed semi-
coarse-grained models, where the aromatic rings are repre-
sented by soft quadrupolar ellipsoids, but the chains are
given an atomistic representation. In order to fully analyze
the impact of the core representation, four ring models are
explored for each mesogen. Ab initio calculations are em-
ployed to properly explore the energetic costs for bends and
torsions, and these are used in the development of the mo-
lecular models. The inclusion of quadrupoles complicates
and lengthens the simulations, but proper ring-ring interac-
tions are necessary to correctly represent core-core interac-
tions between neighboring molecules. All-atom force fields
appear to provide a superior alternative to our chosen models
for 2PhP and 5PhP, however, these models do not properly
account for the quadrupole that arises from the electron
clouds above and below the plane of the ring. We show, by a
detailed exploration of pair interaction energies, that the qua-
drupolar ring model leads to a crucial energetically favorable
crossed-core conformation that impacts the phases of 2PhP
and 5PhP. We have also found that the proper representation
of the phenyl-pyrimidine torsion within the molecular core is
essential to the phase difference between 2PhP and 5PhP.

With suitable molecular models in hand, detailed molecu-
lar dynamics simulations of 2PhP and 5PhP are conducted to
examine the smectic phases. We consider several order pa-
rameters, some defined by the molecular cores and others
obtained for the alkoxy tails. The layer normal and associ-
ated order parameter are also evaluated. Intermolecular struc-
ture is analyzed via the decomposition of pair distributions
parallel or perpendicular to the director and the layer normal.
A comparison of these distributions differentiates Sm-C from
Sm-A and reveals layer spacing as a function of temperature.
Orientational distributions are also evaluated and show the
relative positions of neighboring molecules. We find that the
molecular cores are ordered but the alkoxy tails are fluid and
their distribution is liquidlike. 2PhP is examined at four tem-
peratures �335, 365, 400, and 450 K� to span the temperature
range from Sm-C to isotropic. Simulations of 5PhP are con-
ducted at 370, 400, and 450 K.

Section II describes the model development, particularly
the steps implemented to arrive at a suitable representation of
the ring potentials. Simulation details are provided in Sec.
III. The ordered phases of 2PhP and 5PhP are examined in
Sec. IV. Concluding remarks are presented in Sec. V.

II. 2PHP AND 5PHP MOLECULAR MODELS

The structures of 2PhP and 5PhP are provided in Figs.
1�a� and 1�b�, respectively. The molecular cores consist of
joined pyrimidine and phenyl rings, and beyond the core,
oxygen atoms connect to flexible hydrocarbon chains. 2PhP
and 5PhP differ only in the connection point between the
phenyl and pyrimidine rings.

In order to efficiently represent 2PhP and 5PhP, a semi-
coarse-grained model is adopted for the rings, as shown in
Fig. 1�e�. Note from the figure that the phenyl and pyrimi-
dine rings are individually represented as soft ellipsoids. The
rings may bear a partial charge and a quadrupole perpendicu-
lar to the ring plane. The latter is reflective of the � charge
cloud above and below the ring. Molecular flexibility is also
crucial to the representation of these mesogens. Torsional
motion within the models is fully represented, including the
phenyl-pyrimidine torsion and the flexibility of the alkoxy
tails.

Full details of the 2PhP and 5PhP model development are
provided in this section. First, ab initio studies of 2PhP and
5PhP yield intramolecular potentials and atomic charges.
Second, a careful procedure for the development of the ring
models, starting with comparisons to ab initio pair potentials
for benzene dimers �33,34�, is undertaken.

A. Ab initio calculations for 2PhP and 5PhP

A comprehensive series of ab initio geometry
optimizations �35� have been performed, at the
B3LYP/6-311++G�d , p� level of theory �36–38�, to examine
the structure and flexibility of 2PhP and 5PhP. Since the mol-
ecules are large and the terminal alkyl chains are well repre-
sented by standard potentials, methoxy groups replace the
chains as shown in Figs. 1�c� and 1�d�. Initially, full geom-
etry optimizations were performed to ascertain the
minimum-energy conformation and to obtain partial atomic
charges. The CHELPG �charges from electrostatic potentials
using a grid� algorithm �39� was adopted for the charges and
results are available in Table S1 of the supplemental materi-
als �40�. Atomic charges for the omitted part of the alkoxy
chains were set to zero, as these are methyl and methylene
sites that typically do not bear significant charge. Energetic
costs associated with molecular flexibility were evaluated
from ab initio calculations in which one angle was con-
strained while the rest of the molecular structure was allowed
to relax. We considered only bends and torsions for 2PhP and
5PhP, with the bond lengths kept fixed using the RATTLE
algorithm �41�. The equilibrium bond lengths were extracted
from the minimum-energy structure and are listed in Table
S2 of the supplemental materials �40�.

The energy required to bend is represented by a harmonic
potential

Ubending��� = k�� − �0�2, �1�

where k, �, and �0 are the force constant, the angle, and the
equilibrium angle, respectively. The equilibrium angles are
obtained from the minimum-energy structure. The corre-
sponding force constants are obtained from a least-squares fit
to 11 restricted geometry optimizations, where the angle of
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interest is given a value within �0�50. Bending potentials
are calculated for both alkoxy oxygens �see Table S3 of the
supplemental materials �40��. Within the ring regions, bend-
ing potentials are introduced to preserve linearity along the
O�5�-phenyl�6�-pyrimidine�7�-O�8� axis �see Fig. 1 for num-
bering�. Since the ring atoms are not explicitly included in
the potential, the ring is represented by its center and by a
“ghost” site placed on the vector normal to the ring plane.
These “ghost atoms” are identified as sites “17” and “18” in
Figs. 1�a� and 1�b�. Bending distortions of the ring can be
represented via these two points, as shown in the supplemen-
tal materials �40�, and we have included potentials for bend-
ing at a ring. For instance, an O�5�-phenyl�6�-pyrimidine�7�
potential accounts for the energetic cost of a bend at the
phenyl�6� ring. Likewise, a ghost�17�-phenyl�6�-O�5� bend
potential provides an energetic cost for out-of-plane torsion
of the ring.

Torsional motion is represented by a Ryckaert-Bellemans
�42� type potential

Utorsion��� = �
n=0

6

cn cosn � , �2�

where cn is the coefficient of the ith term and � is the dihe-
dral angle. For each torsion, 18–36 restricted geometry opti-
mizations are performed with the selected dihedral angle
fixed. Torsional potentials have been calculated for twisting
motions involving one or both rings. Specifically, the ener-
getic costs for twisting about the bond joining an oxygen to
a ring carbon have been assessed, along with the phenyl-
pyrimidine twist. Inter-ring � conjugation is maximized for a
planar arrangement but steric considerations lead to impor-
tant differences between 2PhP and 5PhP. Figure 2 compares
the phenyl-pyrimidine torsion potentials for 2PhP and 5PhP.
The former strongly favors planarity between the rings but
the latter prefers a nonplanar ring arrangement due to steric
crowding of proximal orthohydrogens. The torsion barrier is
also lower for 5PhP indicating more flexibility within the
core.

B. Aromatic ring models

The details of the ring models are expected to be highly
relevant to the proper description of 2PhP and 5PhP. Our
goal is to arrive at a practical, realistic representation of the

mesogenic cores. Several coarse-grained representations for
biphenyl, cyanobiphenyl, and longer p-phenyls have been
employed by others �43–45�, but the rings are collectively
represented by a single elongated ellipsoid. The requirement
for a ring quadrupole and a phenyl-pyrimidine torsion cannot
be accomplished with this approach. At a minimum, each
ring must be individually represented. Cross and Fung �46�
represented the individual rings in their model for
4-n-pentyl-4�-cyanobiphenyl but the rings were modeled as
nonpolar spheres. Coarse-grained models for benzene have
been proposed by others �47,48� and our model is similar to
the quadrupolar ring model adopted by Cacelli et al. �48�.

The phenyl and pyrimidine rings are represented by mul-
tipolar uniaxial Gay-Berne �GB� ellipsoids. Between two
rings, the GB potential has the form �49�

UAB�ûA, ûB,r�AB� = 4�AB�ûA, ûB, r̂AB��R12 − R6� , �3�

where the orientations of the two rings, A and B, are identi-
fied by unit vectors ûA and ûB, respectively, that are normal
to the ring plane and intersect the center of the ring. The
vector joining the ring centers is r�AB and the corresponding
unit vector is r̂AB. In this work, the rings are modeled as
disks �i.e., discotic ellipsoids� and the anisotropy of ring-ring
interactions is defined by parameters contained in R and
�AB�ûA , ûB , r̂AB�.

The distance-dependent ratio R, in Eq. �3�, is

R =
�AB�AB

0

rAB − �AB�ûA, ûB, r̂AB� + �AB�AB
0 , �4�

where �AB is a dimensionless parameter that allows for varia-
tion of the width of the potential well, independent of its
depth and position. �AB

0 defines the overall size of the ring.
Shape anisotropy is contained in the expression for
�AB�ûA , ûB , r̂AB� provided in the Appendix.

The anisotropic well-depth parameter �AB�ûA , ûB , r̂AB� is a
product of three terms:

�AB�ûA, ûB, r̂AB� = �AB
0 ��AB

�1��ûA, ûB���AB��AB
�2��ûA, ûB, r̂AB��	AB,

�5�

where �AB
0 defines the overall well depth, and �AB

�1��ûA , ûB� and
�AB

�2��ûA , ûB , r̂AB� introduce a dependence on molecular orien-
tation. Expressions for �AB

�1��ûA , ûB� and �AB
�2��ûA , ûB , r̂AB� are

provided in the Appendix.
Within the simulations, identical GB parameters are used

for the phenyl and pyrimidine rings. Overall, following the
Appendix, nine parameters are used in the ring model: �AA

0 ,
�AA

0 , �AA, �AA, 	AA, �AA
ee , �AA

ss , �AA
ee , and �AA

ss , where the super-
scripts “ee” and “ss” denote end-to-end and side-by-side el-
lipsoids. The end-to-end and side-by-side distances, �AA

ee and
�AA

ss , determine the aspect ratio of the ring. Likewise, the
energy well depths for the end-to-end and side-by-side con-
figurations determine the relative energetics of these ring ar-
rangements.

In addition to the GB ring model, a quadrupole moment is
placed along the ring axis to reflect the impact of the �
charge cloud. The quadrupole-quadrupole contribution to the
interaction potential is
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FIG. 2. Phenyl-pyrimidine torsional energy as a function of the
ring-ring torsion angle for 2PhP �filled squares� and 5PhP �open
circles�. Solid lines show the fitted torsional potentials �see Eq. �2��.
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UAB
QQ�ûA, ûB,r�AB� =

3

4

QA
�QB

�

rAB
5 �1 + 2�ûA · ûB�2 − 5�ûA · r̂AB�2

− 5�ûB · r̂AB�2 − 20�ûA · r̂AB��ûB · r̂AB�


�ûA · ûB� + 35�ûA · r̂AB�2�ûB · r̂AB�2� , �6�

where QA
� and QB

� are the reduced quadrupole moments of
rings A and B, respectively.

C. Benchmarking the ring potential: Benzene and biphenyl

A systematic approach to the determination of optimal GB
parameters has been undertaken. We first optimized the po-
tential parameters for benzene, based on comparisons to ab
initio potential-energy curves for the dimer �33,34�, compari-
sons to experimental pair distribution functions for bulk ben-
zene �50–54�, and by comparison to the self-diffusion coef-
ficient of bulk benzene �55–58�. We then proceeded to
analyze the validity of the ring model for biphenyl.

For benzene, the intermolecular potential is written a sum
of two terms, a Gay-Berne interaction and a quadrupole-
quadrupole contribution

U = �
i=1

NGB

�
j�i

NGB

Uij
QQ + �

i=1

NGB

�
j�i

NGB

Uij
GB/GB. �7�

As a start, the nine parameters of the GB potential have been
least-squares fitted to reproduce ab initio pair energies
�33,34� for 118 dimer configurations using a fixed quadru-
pole moment of −1.38
10−39 C m2. This quadrupole is
smaller than the experimental gas phase moment �59�
�−2.9
10−39 C m2� but is consistent with the value recom-
mended by Cacelli et al. �48� for a quadrupolar benzene
model. The optimal GB parameters reproduce, to very high
accuracy, the ab initio potential-energy curves.

With this set of parameters in hand, molecular dynamics
simulations in the canonical �NVT� ensemble for a system of
500 benzene molecules, at 300 K and a density of 0.87 g/mL,
were undertaken. Although this simulation of liquid benzene
yields radial distribution functions in reasonable agreement
with published theoretical curves �56�, a closer inspection of
snapshots reveals the presence of holes in the simulation cell.
Clearly, the model, although providing a very accurate rep-
resentation of gas phase benzene pairs, does not provide a
good representation for benzene in the bulk. We have pro-
ceeded under the assumption that the nine GB parameters are
roughly correct but require adjustment to arrive at a satisfac-
tory representation of benzene in the bulk.

Experimental carbon-carbon distributions for liquid ben-
zene, based on extensive x-ray �54� studies, are available for
comparison. To adjust each of the nine GB parameters, three
values are considered: 80%, 100%, and 120% of the value
obtained by optimization to ab initio pair potentials. Consis-
tent with this approach, quadrupoles varying from 21% to
92% of the experimental value have also been examined. In
total, 6561 parameter sets have been examined for bulk ben-
zene. For each set, canonical MD simulations at 298 K and
0.87 g/mL have been carried out. To compare to carbon-
carbon distributions from experiment, ghost atoms were

placed inside the GB potential at positions consistent with
the carbon atom locations in the benzene molecule and radial
distributions were calculated between these sites. Least-
squares errors were calculated from the comparison between
the experimental carbon-carbon distribution and the distribu-
tion obtained for each parameter set. Based on this, ten mod-
els have been chosen for further consideration. These are
identified as An, Bn, or C, where “n” is the model and A, B,
and C identify that the quadrupole moment is −2.18

10−39 C m2, −1.74
10−39 C m2, and zero, respectively. It
is important to note that many other parameter sets also give
comparable least-squares errors but these ten are chosen
based on their diverse optimized parameter sets.

A comparison between carbon-carbon radial distribution
functions gCC�r� is shown in Fig. 3�a�. The experimental dis-
tribution function shows a peak at 4 Å, a shoulder at 5.5 Å,
and a prominent peak at 6.2 Å. These “close contact” fea-
tures are most sensitive to the atomic structure of the ring. As
a result, the ellipsoidal ring model cannot fully capture these

FIG. 3. Validating the ring models. �a� Comparison between the
C-C radial distribution function of liquid benzene �bold line� at 300
K from x-ray data �54� and those from simulations. �b� Phenyl ring
center-ring center radial distribution function for liquid biphenyl at
348 K and 0.9914 g/mL. �c� Self-diffusion coefficient of liquid
biphenyl from MD simulations and experiment �66� �solid line�.
Results for six ring models are shown: A �filled squares�, A2 �filled
diamonds�, B1 �open squares�, B2 �filled circles�, B3 �open dia-
monds�, and C �open circles�.
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structural details and predicts instead a broad peak between
5.4 and 6.3 Å. Beyond this region, the GB model does well
and reproduces the intermolecular details of the solvation
shells. It is interesting to note that ring models that do not
include a quadrupole moment are consistently inferior with
predictions of an understructured fluid.

For the ten models, the self-diffusion coefficient of liquid
benzene has been calculated from the slope of the mean-
square displacement. Experimental values �60–63� range
from 2.13
10−9 to 2.27
10−9 m2 /s. Simulations �55–58�
typically underestimate self-diffusion in benzene. For in-
stance, Kim et al. �58� performed a simulation of bulk ben-
zene using a flexible atomistic model and predicted 1.25

10−9 m2 /s. The ten ring models under consideration pre-
dict diffusion coefficients between 0.60
10−9 and 1.29

10−9 m2 /s. Based on this, the four models with the small-
est self-diffusion coefficients have been eliminated from fur-
ther consideration. To summarize, our studies of benzene be-
gan with 6561 different models and finished with six.

Simulations of liquid biphenyl were performed to further
refine the ring model. We have adopted the inter-ring tor-
sional parameters �Eq. �2�� from Cacelli and Prampolini �64�
and the ring centers are 4.279 Å apart �65�. The six selected
parameter sets have been used in NVT MD simulations of
500 biphenyl molecules. The center-to-center radial distribu-
tions are given in Fig. 3�b�. The models predict similar dis-
tributions except at small separations, where the shoulder at
4.2 Å is absent when the ring model does not include a
quadrupole �C model�. Closer inspection of snapshots indi-
cates that this shoulder originates from crossed pairs of mol-
ecules and, as discussed below, this arrangement is energeti-
cally favored by the quadrupole.

The calculated self-diffusion coefficients of liquid biphe-
nyl at 348, 358, and 368 K are compared to experiment �66�
in Fig. 3�c�. It is interesting and encouraging to note that the
agreement with experiment is significantly better for biphe-
nyl than for benzene. Four of the six parameter sets have
been retained based on this comparison. These are termed A,
B1, B2, and C and will be examined in details in Secs. III
and IV. Models A and B2 differ only in the value of the ring
quadrupole: the quadrupole on B2 is 20% smaller. Likewise,
models B1 and C share the same GB parameters but only B1
is quadrupolar. Models B1 and B2 have identical quadrupole
moments but differ in their GB parameters. The relationships
between these models allow for an analysis of the impact of
the quadrupole moment and the GB parameter sets. The four
sets of ring parameters are listed in Table I.

D. Semi-coarse-grained 2PhP and 5PhP models

The final semi-coarse-grained interaction potentials for
2PhP and 5PhP contain intramolecular terms, controlling the
energetic costs for molecular conformations, and intermo-
lecular terms, accounting for the interactions between all
pairs of atoms on different molecules or within the same
molecule if the atoms are not very close to each other. In this
regard, atoms or rings separated by fewer than four bonds are
“close.” The full potential is given by

U = �
i=1

Nch

�
j�i

Nch

Uij
Coul + �

i=1

NLJ

�
j�i

NLJ

Uij
LJ/LJ + �

i=1

NLJ

�
j=i

NGB

Uij
LJ/GB

+ �
i=1

NGB

�
j�i

NGB

Uij
GB/GB + �

i=1

Nbends

Ubending + �
i=1

Ndihedrals

Utorsion,

�8�

where Nch, NLJ, NGB, Nbends, and Ndihedrals are the number of
charges, Lennard-Jones �LJ� sites, GB sites, bends, and dihe-
dral angles, respectively. The first sum runs over pairs of
charge-bearing sites. For the rings, a partial charge equal to
the sum of the net charges on the ring atoms is placed at the
center of the ring. This charge differs for phenyl and pyrimi-
dine. Alkyl-alkyl interactions are captured by the second sum
which is a LJ potential that applies to interactions between
pairs of chain atoms. Likewise, the third sum includes chain-
ring interactions and nonelectrostatic ring-ring interactions
are captured by the fourth sum. The energetic cost associated
with bends and torsions within the mesogens is contained in
the final two terms.

Returning to the ring representation, the inclusion of a
ring quadrupole means that multipolar interactions include
charge-charge, charge-quadrupole, and quadrupole-
quadrupole terms. Only the last of these was present for the
model tests on benzene and biphenyl. For 2PhP and 5PhP, we
have chosen to replace each point quadrupole by four
charges placed above and below the ring plane, along the
symmetry axis ûA. The charges are defined so that they ex-
actly reproduce the desired quadrupole moment, have a net
charge of zero, do not introduce a net dipole on the ring, and
they are located close to the ring center inside the repulsive
wall of the GB potential. Specifically, the charges are located
at �1 and �0.5 Å on the ring axis and the magnitudes of
the charges are �0.9101 �e� for model A and �0.7281 �e� for
models B1 and B2. This simple representation of the ring
quadrupole allows the use of charge-charge Ewald summa-
tions for all electrostatic interactions within the fluid. Thus,
all multipolar interactions are included via the first sum in
Eq. �8�.

The phenyl and pyrimidine ring models are very similar
but not identical. Specifically, they differ in the magnitude of
the ring charge and in their associated intramolecular poten-

TABLE I. Four selected sets of parameters for the ring models.
Parameters are defined in the Appendix.

Parameter A B1 B2 C

�0 �kJ/mol� 3.1606 3.1606 3.1606 3.1606

�0 �nm� 0.6674 0.6674 0.6674 0.6674

�0
ss /�0

ee 3.5088 3.5088 3.5088 3.5088

�0
ee /�0

ss 0.4465 0.4465 0.4465 0.4465

� 0.5671 0.5671 0.5671 0.5671

	 −2.5102 −2.0081 −2.5102 −2.0081

� 0.2456 0.3070 0.2456 0.3070

Q �10−39 C m2� −2.1930 −1.7544 −1.7544 0.0000
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tials. The current models do employ identical ring quadru-
poles and GB potential parameters and, likely, the differ-
ences between the rings are underestimated.

III. SIMULATION DETAILS

A. Order and structure in the liquid-crystal phases

The properties employed to assess fluid structure, quantify
order, and differentiate between phases are discussed in this
section. Our evaluation of molecular organization begins
with order parameters. Specifically, a molecular orientation
vector, or local director, is defined and the correlation be-
tween these vectors is evaluated. For the current study, the
most relevant vector joins the phenyl and the pyrimidine
rings in the molecular core. With this chosen molecular vec-
tor, u���t�, the instantaneous average of all these vectors in the

simulation cell defines a director, D� �t�. Order with respect to
this director is assessed by evaluating

Pn
D�t� =

1

N
�
�=1

N

Pn�cos ��� , �9�

where the sum runs over all N molecules, Pn�cos �� is a

Legendre polynomial, and cos ��= �u���t� ·D� �t�� / �uD�. The
order parameter is largest when the molecular vectors are
perfectly aligned with the director. We evaluate Pn

D�t� for
n=1–4 and report the instantaneous and time-averaged order
parameters, Pn

D�t� and Pn
D= �Pn

D�t��, respectively, in Sec. IV.
Following others �67�, the director is obtained by evalu-

ating the Q tensor

Q��t� =
1

2N
�
�=1

N

�3u�au�b − �ab�, a,b = x,y,z , �10�

where the sum runs over all N molecules in the system and
u�a is the a component of u���t�. The largest eigenvalue of the
Q tensor corresponds to P2

D�t� and the corresponding eigen-

vector is the director, D� �t�.
The presence of a nonzero order parameter reflects long-

ranged correlations in molecular orientations. For a Sm-A
phase, the molecular orientation is, on average, perpendicu-
lar to the layer plane so that the layer normal and the director
coincide. This is not the case for a Sm-C phase. The instan-

taneous layer normal, L� �t�, was calculated within the simu-
lations to identify the presence of Sm-C layers. The layer
normal is conceptually intuitive but difficult to calculate
within a simulation of complicated mesogens. After several

attempts, we chose to define local layers normal, l�i�t�, for
each molecule and evaluate the overall layer normal, and

associated P2
L�t� order parameter by replacing u���t� with l�i�t�

in Eq. �10�. Specifically, the local layer normal calculation
about a given molecule proceeds as follows: a site within the
molecular core is chosen, the position of this site along with
the positions of all equivalent sites within nearby molecules
are least-squares fitted to a plane, and the vector normal to
this plane is defined as the local layer normal. We found that
choosing either the phenyl or pyrimidine ring center yielded

equivalent results, as did the normal defined using the mid-
point of the ring centers. All results reported in Sec. IV cor-
respond to layers normal defined by the positions of the phe-
nyl ring centers with neighboring centers included if their
phenyl ring is within 6.36 Å of the central phenyl ring. This
distance is chosen such that at least two molecules are gen-
erally found within the volume but molecules from neighbor-
ing smectic layers are too far away to contribute to the cal-
culation of the local layer normal. In cases where too few
neighbors are found, the molecule is not assigned a local
layer normal. The present approach to defining a layer nor-
mal has the advantage of also yielding an associated order
parameter. In this way, we can assess the consistency be-
tween local layers normal within the simulation cell.

Structural information is obtained by evaluation of pair
functions. The simplest of these is the radial distribution
function, g�r�, which gives the probability of finding a par-
ticle at a distance r from another, irrespective of their relative
orientations �67�. The second-order correlation function,
g2�r�, is also evaluated

g2�r� = �P2�cos ����r, �11�

where �� is the angle between the core vectors, u���t�, of
molecules � and . g2�r� describes the average relative ori-
entation of molecules separated by a distance r. This func-
tion vanishes when the molecular orientations are uncorre-
lated, reaches −0.5 when the molecules are in an orthogonal
arrangement, and is unity when all molecules are perfectly
aligned. g2�r� is short ranged in the isotropic phase but the
range increases for nematic and smectic phases, approaching
the square of P2

D at large separations �67�. In this work, we
report angular correlations between the molecular cores, as
specified by the phenyl�6�-pyrimidine�7� axis.

The anisotropy of liquid-crystal phases requires the intro-
duction of additional distribution functions to differentiate
between phases. In Sec. IV, we report distributions resolved

along the director, D� �t�, and along the layer normal, L� �t�. For
each of these, all intermolecular distributions are subdivided
into components parallel and perpendicular to the vector.
Figures 4�a� and 4�b� illustrate the separation of an interpar-
ticle vector according to a layer normal and a director, re-
spectively. We define a longitudinal radial distribution func-
tion, g	

D/L�r	�, as �68�

g	
D/L�r	� =

�n�r	,r	+�r	

�n0�r	,r	+�r	

, �12�

where r	 is the component of the interparticle separation re-
solved along the chosen vector, �n�r	,r	+�r	

is the number of
intermolecular pairs with a projection along the vector be-
tween r	 and r	 +�r	, and �n0�r	,r	+�r	

is the corresponding
number expected in an unstructured fluid. Analogously, a
transversal radial distribution function, g�

D/L�r��, is evaluated
as
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g�
D/L�r�� =

�n�r�,r�+�r�

�n0�r�,r�+�r�

, �13�

where r� is the component of the interparticle separation
resolved perpendicular to the vector, �n�r�,r�+�r�

is the num-
ber of intermolecular pairs with a projection perpendicular to
the vector, and �n0�r�,r�+�r�

is the corresponding value in an
unstructured fluid.

The director and layer normal coincide in a Sm-A phase
and either vector may be chosen to analyze the fluid struc-
ture. That is, g	

D�r	� and g	
L�r	� should be equal, within statis-

tical error, and either one can be used to describe interlayer
structure. Likewise, g�

D�r�� and g�
L �r�� both describe the

molecular distributions within the layers. In a Sm-C phase,
the layer normal and director no longer coincide and parallel
and perpendicular distributions relative to these vectors are
distinct.

The assessment of the angle between the director and the
layer normal is central to differentiating between Sm-C and
Sm-A phases. This is challenging within a simulation since
entire layers may be tilted relative to each other due to con-
straints imposed by the size and shape of the simulation cell.
Consider the following two definitions of the relative angle:

�1 = �cos−1�D� �t� · L� �t��� , �14�

�2 =
1

N
�
�=1

N

cos−1�u���t� · l���t�/�u�l��� , �15�

where the angular brackets denote time averaging. For �1,
all molecules first contribute to the global director and to the
global layer normal. The relative angle is calculated based on
these average directions. This method implicitly includes any
tilting between layers and averages over local effects. The
second method, yielding �2, is based on local differences in
molecular tilt and local layering. Equation �15� will yield
angles that are insensitive to relative layer orientations.

When all local layers normal coincide with all local direc-
tors, �1 and �2 will both average to zero. If the local layers
are always perpendicular to the molecular director, then �2
will average to 90. These results are straightforward but,
since the local layer normal can point in either direction �up
or down from the layer�, an ambiguity results in the calcula-
tion of �2. By convention, we always choose the smallest

angle between the local layer normal, l���t�, and the local
director, u���t�, so that completely random relative orienta-
tions yield a value of 57.2957 for �2.

A third approach to relative angle calculation is to employ
distribution functions, specifically g	

D�r	� and g	
L�r	�. The

peak position in the former will appear at longer separations
than for the latter in a smectic-C phase �see Figs. 4�a� and
4�b��. The angle extracted from these peak positions is di-
rectly comparable to the tilt angle obtained from optical mea-
surements.

Structure within the tail regions is assessed by collecting
interatomic distributions between tail atoms. Order param-
eters are also collected for the alkoxy tails by applying Eqs.
�9� and �10� for neighboring carbon atoms in the tails. Spe-
cifically, following the numbering in Fig. 1, we monitor the
C�1�-C�2� and C�15�-C�16� vectors and report their order pa-
rameters.

B. MD simulations

Simulations of 2PhP and 5PhP are challenging due to
many factors. These include slow dynamics for some mo-
tions within smectic phases, difficulty equilibrating from the
initial configurations, and thermodynamic constraints on the
phases formed due to the limited number of molecules in the
simulation cell and the shape of the simulation cell. In this
section, we address these concerns.

The MDMC �69� program has been employed for the MD
simulations of 2PhP and 5PhP. 2PhP is examined at four
temperatures �335, 365, 400, and 450 K� which spans the
temperature range for Sm-C, Sm-A, nematic, and isotropic
phases. The specific temperatures chosen do not coincide
with the narrow nematic phase and we have not found a
nematic within our simulations. 5PhP is examined at 370,
400, and 450 K where Sm-A and isotropic phases are ob-
served experimentally �24�. Results are presented for simu-
lations of 256 molecules. This number of molecules is suffi-
cient for three to four layers to form within the simulation
cell.

An isotropic starting configuration is ideal but we found
that, even after introducing annealing steps into the equili-

(a)

(b)

ijr
�

Lr�
�

L
IIr
�

L
�

Dr�
�

D
IIr
�

D
�

ijr
�

FIG. 4. �Color online� Schematics showing the decomposition
of the interparticle vector, identified by a thick black arrow, accord-
ing to �a� the layer normal and �b� the director.
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bration process, equilibration was far too slow. Specifically,
the disentanglement time required for these long molecules
was too high. As an alternative, we start our simulations
from a nematic phase. The initial configuration is prepared as
follows. The selected number of molecules �in this case 256�
is aligned and placed on a rectangular lattice �1:1:2 side
lengths�. The simulation cell is then expanded until all mo-
lecular overlaps are eliminated. Sequential recompression of
the cell proceeds in conjunction with Monte Carlo and MD
cycles. Molecules are then assigned random linear and angu-
lar velocities, consistent with the temperature, and the equili-
bration begins. The starting configuration typically has a P2
order parameter between 0.5 and 0.8 and visual inspection
shows nematiclike positional order.

The starting procedure noted above is ideal for 2PhP and
5PhP since the latter does not have a stable nematic phase
while the nematic phase of 2PhP is only stable over a very
narrow temperature range. At the lower temperatures, where
smectic phases are expected, we find that layers form very
quickly. An equilibration period of 0.5 ns is sufficient as the
density in the cell and the order parameters have stabilized
after this time. The molecules are initially aligned, as noted
above, and once the layers form, most molecules maintain
their orientation for the duration of the simulations. Thus, the
P3 order parameter tends to be nonzero. The impact of this
initial aligned configuration will be discussed in Secs. III C
and IV but here we note that a few runs starting from an
antiparallel molecular alignment were also performed and
will be considered in Sec. III C.

Molecular dynamics simulations in the NPT ensemble
generally employ isotropic volume changes �70�. A smectic
phase is not well suited to these isotropic changes due to the
different impact on the intralayer and interlayer spacings. An
attempt to enlarge the cell, for example, may be favorable for
the layer spacing but the additional space within the layers
may be energetically unfavorable. Anisotropic changes,
where only one cell dimension is changed, are far more ap-
propriate since they allow independent adjustment of the in-
terlayer spacing. The extended Lagrangian formalism can ac-
commodate anisotropic changes in the simulation cell but the
simulation becomes significantly more complicated �71,72�.
We have opted instead to employ Monte Carlo volume
changes. Specifically, at each iteration, a random number is
generated to decide upon whether a volume change will be
attempted. On average, an attempt is made every 256 itera-
tions. If the volume will be changed, the cell dimension to be
changed is decided randomly and the magnitude of the
change is randomly chosen, subject to a maximum. The latter
is adjusted during the equilibration so that the success rate is
between 30% and 70%. The acceptance criterion for volume
changes is �67�

exp�−
Uold

kT
+

Unew

kT
−

p�Vold − Vnew�
kT

+ �n + 1�ln� Vold

Vnew�� ,

�16�

where N is the number of molecules and the superscripts
“old” and “new” refer to the original and the changed simu-
lation cells, respectively.

Nosé-Hoover thermostats �73–77� are implemented to
maintain the temperature of the fluid. In particular, separate
rotational and translational thermostats have been imple-
mented. For isotropic fluids, the use of independent thermo-
stats should have little impact but, for the present study,
separate thermostatting of translations and rotations ensures
that the rings are not rotationally cold.

As discussed above, changes in the shape and size of the
simulation cell are allowed within the simulation and these
change the density of the fluids. Our starting density is 0.90
g/mL, which is close but slightly lower than densities em-
ployed for related mesogens �78�. For all simulations, the
density rapidly drops to around 0.77 g/mL as the nematic
starting configuration reorganizes into layers. The density
then gradually increases back to between 0.88 and 0.92
g/mL, with the lower average density for model C at higher
temperatures and the higher density for the quadrupolar
models at 335 K.

Two types of simulations are performed: a series of short
2 ns runs and longer 20 ns runs. For the shorter runs, five
independent runs are performed for 2PhP at 335 K, 2PhP at
365 K, and 5PhP at 370 K. Three independent simulations
are performed at 400 K and results are presented from two
independent simulations at 450 K. Averaged results from the
independent simulations, for a given temperature and me-
sogen, are reported below. All 50 simulations are performed
for the B1 and C ring models. The A and B2 ring models are
studied only at 335 and 365 K for 2PhP and 370 K for 5PhP.
In total, results from 80 2-ns simulations are reported below.
These results are complemented by 20 ns runs for the B1 and
C models of 2PhP at 365 K and 5PhP at 370 K.

A time step of 0.25 fs is chosen for the simulations. In-
teratomic distributions, inter-ring distributions, and the order
parameters are evaluated every 100 iterations. Snapshots of
the simulation cell are collected every 250 000 iterations.

C. Convergence issues

Figure 5�a� compares phenyl-phenyl radial distributions
for five independent 2 ns simulations of 2PhP, at 365 K, as
predicted from the B1 model. These distributions, and all
ring-ring distributions shown below, report probabilities as a
function of the distance between the ring centers. Clearly, the
five simulations predict similar ring-ring distributions be-
yond separations of 6 Å. At closer distances, where the rings
are in contact, the simulations show the same peaks but with
some differences evident in their intensities. The average dis-
tribution from these five 2 ns simulations is compared to the
distribution from a single 20 ns run in Fig. 5�b�. The overall
agreement between the two distributions is good with rela-
tively small intensity differences observed. We conclude that
multiple short simulations are a viable alternative to single
long simulations for these smectic liquid crystals. The initial
configurations for the simulations in Sec. IV have parallel
molecules in the simulation cell. In principle, the starting
configuration should have no impact on the fluid structure
but layer reorganization is slow in these fluids and some
dependence may remain. With this in mind, the impact of the
starting configuration is explored in Fig. 5�c�, where the
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phenyl-phenyl distribution is shown for a parallel and an
antiparallel starting configuration. As will be discussed in
Sec. IV A, the peak at roughly 6.5 Å is predominantly due
to antiparallel neighboring molecules while parallel align-
ment contributes to the peak at 5 Å. Thus, the intensity dif-
ferences in Fig. 5�c� are not unexpected. Overall, the differ-
ences observed in Fig. 5�c� are comparable to those in Fig.
5�a� and indicate that a parallel starting configuration is ad-
equate.

The use of multiple short simulations provides a simple
and efficient means of exploring the fluid structure. This is
particularly true for 2PhP and 5PhP where equilibration from
the nematic starting configuration is rapid. We employ five
independent simulations for the lower temperatures, where
smectic phases are expected, and two to three simulations at
higher temperatures where isotropic phases occur. This num-
ber of simulations is sufficient to tentatively identify the
phases and qualitatively analyze the fluid structure and order,
but a greater number of simulations would be required to
fully converge the properties of the fluid.

IV. RESULTS AND DISCUSSION

In this section, fluid structure and properties are analyzed
in detail. The order in the core and tail regions, the dynamics
of layer reorganization, the differences between 2PhP and
5PhP, and the impact of ring quadrupoles on fluid structure
are discussed. Prior to examining the bulk fluids, we consider
the energetics of relative arrangements within isolated mo-
lecular pairs. Following this analysis, for the sake of brevity,

we will focus on the B1 model with comparisons to other
models included as appropriate.

A. Pair energies

It is instructive to begin by considering interactions be-
tween pairs of 2PhP and 5PhP molecules. We have under-
taken “docking” studies to identify the most energetically
favored molecular arrangements. Specifically, two molecules
are positioned randomly at the center of a very large simu-
lation cell and MD simulations are performed as the tem-
perature is gradually decreased to around 2 K. These simu-
lations are repeated between 800 and 1850 times using new
random starting arrangements. The final energies, as a func-
tion of the core-core angle, are represented by open circles in
Fig. 6. In addition, a few values for the intercore angles were
selected and, for these angles, several hundred simulations
were performed. The lowest energies achieved from these
simulations are represented by filled circles in the figure.

Figure 6�a� shows the results of docking studies for 2PhP
when the A ring model is used. Of the four ring models, this
one has the largest value of the ring quadrupole. The figure
shows that crossed molecular cores have the lowest pair en-
ergy. The density of points in this region, along with its
separation from the rest of the points, indicates that this con-
formation may be somewhat difficult to reach, relative to
conformations where the cores are roughly parallel. When
the ring quadrupole decreases, the energetic bias toward
crossed arrangements also decreases and this is evident by
the smaller energy gap for parallel versus crossed arrange-
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ments when the B1 and B2 ring models are used �see Figs.
6�b� and 6�c��. This bias vanishes entirely in the absence of a
ring quadrupole �C ring model�.

Figure 6�a� is reproduced in Fig. 7�a� with color coding
introduced to separate the points according to the distance
between the phenyl rings. Green identifies that the rings are
within 3.4 and 4.4 Å, and this occurs exclusively for crossed
configurations with a relative core angle around 70° with the
phenyl rings closer together. At slightly larger distances, be-
tween 4.4 and 5.8 Å, two configurations contribute. Either
the molecules are roughly parallel, with face-to-face phenyl
rings, or a crossed configuration with intercore angle of
around 110° occurs �“anticrossed”�. At larger distances, be-
tween 5.8 and 7.2 Å, antiparallel configurations appear
along with less energetically favorable parallel and crossed
configurations. The latter tends to have an intercore twist so
that edge-to-face ring arrangements occur.

Figure 7�b� recategorizes all the minima according to the
distance between the phenyl rings. Three well-defined peaks
are evident around 4, 5, and 6.4 Å. We conclude that only
crossed-core configurations occur at small separations, paral-
lel and anticrossed configurations occur between 4.4 and
5.8 Å, and antiparallel configurations are the largest con-
tributor between 5.8 and 7.2 Å. The correlation between
phenyl-phenyl ring distance, pair energy, and intercore angle
in Fig. 7 will prove useful in understanding the fluid struc-
ture in the liquid crystalline phases of 2PhP and 5PhP dis-
cussed in the following sections.

Comparing between 2PhP and 5PhP, the quadrupole has a
larger energy-lowering effect for 2PhP. This is an important
difference between the mesogens: 2PhP molecules will have
a tendency to adopt crossed-core arrangements in the fluid.
In contrast, neighboring 5PhP molecules are expected to
have a more even distribution of core angles. The latter oc-
curs as a result of the nonplanarity of the core region in 5PhP
which frustrates, to a significant extent, the energy lowering
that can be achieved by crossed-core arrangements. Overall,
entropy favors parallel and antiparallel molecular arrange-
ments but, particularly for 2PhP, energetics favor crossed-
core arrangements.

B. Impact of ring quadrupoles

Figure 8 illustrates the impact of the ring quadrupole by
examining the phenyl-phenyl distribution of 2PhP at 365 K.
Specifically, the figure compares radial distributions g�r�, the
orientational distribution g2�r�, the distribution along the di-
rector g	

D�r	�, and the distribution perpendicular to the direc-
tor g�

D�r�� for the B1 and C ring models, which differ only
by the absence of a quadrupole for the latter.

The addition of a quadrupole to the ring has a dramatic
impact on the fluid structure. Without a quadrupole, the
phenyl-phenyl radial distribution has a simpler structure with
a side-by-side contact peak at 5 Å and a second peak at
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9.5 Å. The contact peak corresponds primarily to parallel
molecular cores, with the possibility of some contribution
from anticrossed pairs. The presence of a quadrupole on the
ring splits the contact peak, with the introduction of a feature
at 4 Å. This peak is due to crossed molecular pairs that,
according to Fig. 6�b�, are now energetically favored. A
slight shoulder at 6.2 Å also appears. The first minimum in
the radial distribution appears at 7.8 Å regardless of the ring
model. We can therefore easily and directly compare coordi-
nation numbers, obtained from integrating g�r� between 0
and 7.8 Å. We find that, on average, a given 2PhP molecule
has 4.4 nearest neighbors regardless of the presence of the
quadrupole. Thus, the quadrupole dramatically alters the
relative orientation of the nearest neighbors without chang-
ing the overall number of neighbors.

Second-order correlations are shown in Fig. 8�b�. At large
distances, g2�r� approaches �P2

D�2. This limit is clearly higher
in the absence of the ring quadrupole indicating a more or-
dered fluid. Structure perpendicular and parallel to the direc-
tor �see Figs. 8�c� and 8�d�� is also stronger in the absence of
the quadrupole. All of these features are indicative of a sim-
pler layer structure, with more order within the layers, when
the rings do not include quadrupoles. It is important to real-
ize, however, that the director is defined by the molecular
core and, with the introduction of crossed configurations, the
fluid structure is more complex rendering the assessment of
core order more problematic.

An analysis of the 2PhP and 5PhP phases predicted from
the C ring model shows that only Sm-A phases are predicted
at all temperatures, even 450 K where an isotropic fluid is
expected �see Fig. 1�. This model clearly predicts too much
order in the fluid and does not provide a satisfactory repre-
sentation of the 2PhP and 5PhP mesogens. We conclude that
the quadrupolar nature of the rings is an essential contributor
to the phases of 2PhP and 5PhP.

C. Structure and order

Figure 9 compares distributions within the core region to
distributions in the tails. Specifically, distributions between
C�1�-C�1� and C�16�-C�16�, the end groups in the hydrocar-
bon tails, are compared to the core phenyl-phenyl and
pyrimidine-pyrimidine distributions. From the radial distri-
butions in Fig. 9�a�, the C�1�-C�1� and C�16�-C�16� distribu-
tions are similar even though the tails differ in length �see
Fig. 1�. In both cases, the radial distributions are liquidlike
with a broad contact peak at around 4.3 Å and a weak sec-
ondary peak at around 8.5 Å. Unlike typical liquid distribu-
tions, the radial distribution function shows a broad region of
low probability between 10 and 20 Å corresponding to sepa-
rations where the aromatic molecular cores are found. The
ring-ring distributions are, by contrast, more structured with
pronounced contact and secondary peaks. As with the end
groups, the distributions show a broad region of low prob-
ability. In this case, the region corresponds to separations
where alkoxy tails are found in the layered fluid.

The distribution functions can be subdivided into compo-
nents parallel and perpendicular to the director. The compo-
nent perpendicular to the director, given in Fig. 9�b�, shows

that the 5PhP rings have a well-defined intralayer structure
with three peaks evident at 5, 10, and 15 Å. These peaks
correspond to neighbor, next-nearest neighbor, and next-
next-nearest neighboring rings in the layer. In contrast, the
distributions between tail atoms indicate that their structure
is short ranged and weaker: g�

D�r�� shows very little struc-
ture beyond a small contact peak due to neighboring molecu-
lar tails. Structure along the director, shown in Fig. 9�c�,
reflects the interlayer spacing and has, as expected, a similar
distribution for both core and tail regions.

Although the phenyl-pyrimidine axis is the most obvious
choice for defining a director, other choices can be made.
Directions defined from the C�1�-C�2� and C�15�-C�16�
bonds have been chosen for comparison. Figure 9�d� shows
the angular correlation between these chosen axes within
neighboring molecules. The intercore axis distribution shows
that, when the molecular cores are very close together, they
adopt a crossed configuration. If all molecules adopted this
configuration, then g2�r�→P2�cos ��→−0.5. From the fig-
ure, the angular correlation between phenyl-pyrimidine axes
approaches this limit at small separations. The intercore g2�r�
quickly becomes positive at larger separations as parallel
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FIG. 9. Comparison between tail and core structures in the 5PhP
liquid-crystal phase at 370 K as predicted from the B1 model. In
�a�, �b�, and �c�, distributions between C�1�-C�1�, phenyl-phenyl,
pyrimidine-pyrimidine, and C�16�-C�16� are shown by solid circles,
solid squares, open squares, and open circles, respectively. Panel �a�
compares radial distribution functions while perpendicular and lon-
gitudinal distributions, relative to the director obtained from
phenyl-pyrimidine core axes, are shown in �b� and �c�. Panel �d�
shows intermolecular orientational distribution functions as deter-
mined from the phenyl-pyrimidine axis �solid circles�, C�1�-C�2�
axis �solid squares�, and the C�15�-C�16� axis �solid diamonds�.
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core arrangements begin to contribute to the orientational
distribution. In contrast, the alkoxy tails show very little ori-
entational correlation except at very small separations. The
orientational distribution function tends to �P2�2 at large
separations and Fig. 9�d� shows that the molecular cores
have long-ranged orientational order but the tails do not.

The time evolution of the fluid order is shown in Fig. 10
for 5PhP at 370 K. The starting configuration for the simu-
lation is a nematic fluid. For the simulation shown, the start-
ing P2

D�t� order parameter is 0.75 for the core axis and
quickly drops to between 0.4 and 0.5. This pattern is consis-
tent for all our simulations: the initial order is reduced once
the molecules form the layered structure. In particular, the
introduction of crossed configurations will lead to a reduc-
tion in P2

D�t� due to our protocol for evaluating the order
rather than to a true reduction in order. The complexity of the
molecular structure also leads to a lower order parameter and
values observed for simpler models �32,79� are not expected
to be observed here.

A P2
L�t� order parameter is also provided in Fig. 10. This

quantity reflects consistency between the local layers normal,
determined for each molecule by evaluating the normal to
the plane defined by neighbor positions. For the simulation
shown in Fig. 10�a�, the consistency between the local layers
normal is similar to the agreement between the inter-ring
axes throughout the simulation. This is atypical and usually
the layer normal has a significantly larger order parameter
than the director with the discrepancy between P2

D�t� and
P2

L�t� mostly due to the larger impact of crossed-core con-
figurations on the former.

The P2 order parameter obtained from the molecular tails
is also shown in Fig. 10. It is consistently low ��0.2�, as
expected since the tails are less organized than the cores.
However, P2 is slightly larger for C�1�-C�2�, the shorter tail,
than for C�15�-C�16�. It follows that the order in the tail
region will be smaller for atoms or bonds that are farther
from the molecular core: the core ordering is transferred, to
some extent, to nearby bonds in the hydrocarbon chains. In
5PhP, a small amount of order remains for atoms five bonds
away from the core but not for atoms nine bonds away.

The P3 and P4 order parameters are also provided in Fig.
10. P4 is consistently higher for the director and near zero for
the hydrocarbon tails. The P3 order parameters are not zero
as one would expect for these fluids, although they are small.
When simulations are started with parallel or antiparallel
molecules, the original alignment is partially preserved over
a 2 ns simulation. To be more precise, for a parallel starting
configuration, the P3 order parameter drops initially as the
fluid transitions away from a nematic to a smectic. Once the
layers are formed, the P3 order parameter stabilizes, as
shown in Fig. 10�b�, and further decreases are very slow.
Clearly, if the original configuration was isotropic, then the
molecules would align with random orientations since ener-
getics do not favor a particular alignment �Fig. 6�. A few
simulations were also started with antiparallel molecules
and, as expected, the P3 order parameter is zero �aside from
instantaneous fluctuations� throughout the simulation.

Together, Figs. 9 and 10 show that the alkoxy tail regions
are liquidlike while the aromatic cores are ordered. This is
evident from the structural measures shown in Fig. 9 and the
order parameters in Fig. 10.

D. Layering and phase behavior

Figures 11 and 12 show the phenyl-phenyl ring distribu-
tion in 2PhP and 5PhP, subdivided according to components

FIG. 10. �Color online� Time evolution of order parameters for
5PhP, at 370 K, as represented by the B1 model. Order relative to
the vectors defined from the phenyl-pyrimidine, C�1�-C�2�, and
C�15�-C�16� axes are represented in red �upper line, gray�, green
�lower line, gray�, and yellow �light gray�, respectively. The P2, P3,
and P4 order parameters are shown in �a�, �b�, and �c�, respectively.
In �a�, the P2 order parameter describing the consistency between
local �molecular� layers normal is shown in black.
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FIG. 11. Distribution between phenyl rings in 2PhP �B1 ring
model� analyzed according to contributions perpendicular and par-
allel to the director and the layer normal. Results are shown for �a�
335 K, �b� 365 K, �c� 400 K, and �d� 450 K.
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parallel and perpendicular to the layer normal and the direc-
tor. Crossed intracore arrangements are most prominent for
2PhP at 335 and 365 K. This is evident from the peak at 4 Å
in the intralayer distributions, g�

D/L�r��. As discussed in Sec.
IV A, crossed configurations of 2PhP molecules originate
from the combined effect of the ring quadrupoles and the
inter-ring planarity that, together, leads to substantially lower
pair energies for crossed-core pairs of 2PhP molecules. From
Fig. 11, our simulations also suggest that the layer normal
and the director are not equivalent for 2PhP at 335 and 365
K. This is evident from the small difference between g	

D�r	�
and g	

L�r	�. At 365 K, the latter indicates that the layers are
roughly 16 Å apart whereas the former indicates a separa-
tion of 20 Å. From these peak positions, we calculate a rela-
tive tilt angle of roughly 37°. These distributions coincide at
400 K, as expected for a Sm-A phase, and a layer spacing of
20 Å is predicted. Both g	

D�r	� and g	
L�r	� are nearly unity at

450 K indicating that the phase is isotropic at this tempera-
ture.

Layer spacing has been measured �22� for 2PhP at several
temperatures. The experimental spacing is higher, varying
from 24 Å in the Sm-C phase to 26 Å at the transition to
Sm-A. Our calculated values show the correct increase with
temperature near the Sm-C to Sm-A transition, but they are
smaller. This is due, in large part, to some retention of the
initial parallel molecular orientation. Specifically, the tails
are not of equal length—they are roughly 5 and 10 Å long.
An antiparallel, or randomized, starting configuration is pre-
dicted to lead to layer spacing of 21–27 Å in much better
agreement with experiment.

Figure 12 shows that, at all three temperatures, the layer
normal and the director are equivalent for 5PhP. As well, the
layer spacing is predicted to decrease from 20 Å at 370 K to
17 Å at 400 K. While experimental layer spacings are not
available for comparison, the spacing should decrease
slightly with temperature. At 450 K, g	

D�r	� and g	
L�r	� are

nearly unity and 5PhP is correctly predicted to be isotropic.
Our phase assignation, particularly between Sm-C and

Sm-A, is tentative at this point. A considerably larger number
of simulations would be required to definitively distinguish
between these phases. However, given the complexity of
these fluids, the results of Figs. 11 and 12 are encouraging.
Our simulations capture differences in the intralayer fluid
structure of 2PhP and 5PhP, reproduce the correct tempera-
ture dependence of the layer spacing, and identify the central
role of ring quadrupoles. The B2 ring model, which differs
from the B1 model only in the GB parameters, shows similar
results although the differences between the layer normal and
director distributions are very small for 2PhP at 335 and 365
K.

E. Dynamics

Longer 20 ns simulations were performed for 2PhP at 365
K and 5PhP at 370 K. These simulations provide some indi-
cation of the time scale for layer reorganization. Figure 13
shows the instantaneous variations in the density, the P2 or-
der parameter for the director and the layer normal, and the
P2 order parameter for the C�1�-C�2� and C�15�-C�16� bonds
in the alkoxy tails. The variation in the �1 and �2 angles,
calculated from Eqs. �14� and �15�, are also shown.

The angle between the global layer normal and the global
director is captured by �1. All local contributions are aver-
aged out for �1, but contributions from imperfect layering
will be observed. We calculate this angle for the director and
also for the global vectors defined by the alkoxy tails, C�1�-
C�2� and C�15�-C�16�. The angle between the layer normal
and the tail vectors oscillates rapidly between zero and 90°.
This indicates that the ends of the alkoxy tails are mostly
uncorrelated with the layering in the core region. The oscil-
lations are somewhat larger for C�15�-C�16� since these
atoms are further removed from the molecular core. The cor-
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FIG. 12. Distribution between phenyl rings in 5PhP �B1 ring
model� analyzed according to contributions perpendicular and par-
allel to the director and the layer normal. Results are shown for �a�
370 K, �b� 400 K, and �c� 450 K.

FIG. 13. �Color online� Instantaneous fluctuations for 2PhP at
365 K �left� and 5PhP at 370 K �right�. Yellow �light gray�, black,
and green �dark gray� pertain to the phenyl-pyrimidine, C�1�-C�2�,
and C�15�-C�16� vectors in the molecule, respectively. Fluctuations
in the order parameter associated with each of the vectors are
shown in �a�. Red line �upper line, gray� in the upper most panel
shows fluctuations in the layer normal order parameter. The angles
�1 and �2, evaluated from Eqs. �14� and �15�, are given in �b� and
�c�. Instantaneous fluctuations in the density are shown in �d�.
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relation between the director and the layer normal is, by
contrast, evident in Fig. 13.

A local picture of molecular orientation is provided by the
angle between the local layer normal and the local director.
The average of these angles is captured by �2 in Fig. 13.
This angle is also calculated for the alkoxy tails, relative to
the local layer normal, and the results show an average of
55° –60°. As discussed below Eq. �15�, if the tail orienta-
tions are uncorrelated with the local layer normal, an average
angle of 57.3° is expected. This is clearly the case for C�15�-
C�16� and nearly true for C�1�-C�2� indicating, once again,
that the alkoxy tail region is liquidlike. For the local director,

defined by the phenyl-pyrimidine axis, a correlation with the
local layer normal is evident from the deviation from 57.3°.
Differences between 5PhP and 2PhP are present but rela-
tively small.

The layers formed by 2PhP and 5PhP often do not con-
form to the simple layering patterns observed for single-site
models �25,26�. Several factors contribute to the formation
of partial and complex layers. First, the molecules are large
and “perfect” layers may not be realistic for molecules of this
complexity. Second, the dynamics of layer reorganization is
slow. Nonetheless, the molecular cores clearly aggregate into
layers with some crossed-core configurations and some par-

TABLE II. Average tilt angles, in degrees, P2 order parameters for the director and the layer normal, the
average density in g/mL, and the average potential energy in kJ/mol. The angles �1 and �2 are evaluated
from Eqs. �14� and �15�, respectively. The properties for 2PhP at 335 and 365 K and 5PhP at 370 K represent
averages over five independent 2 ns simulations. Properties at 400 K are obtained from averages over three
2 ns simulations while 450 K properties are obtained from averages over two 2 ns simulations.

Property

2PhP results for each ring model 5PhP results for each ring model

A B1 B2 C A B1 B2 C

335 K

�1 11 7 7 8

�2 48 44 46 43

P2
D 0.21 0.33 0.27 0.44

P2
L 0.50 0.55 0.55 0.47

��� 0.89 0.92 0.91 0.89

�U� −138 −152 −146 −124

365 K 370 K

�1 12 9 12 7 14 14 15 10

�2 49 46 46 42 46 45 46 43

P2
D 0.17 0.26 0.23 0.43 0.23 0.31 0.26 0.51

P2
L 0.45 0.52 0.50 0.49 0.39 0.42 0.41 0.48

��� 0.89 0.90 0.90 0.89 0.89 0.89 0.89 0.87

�U� −140 −133 −133 −117 −131 −126 −125 −115

400 K 400 K

�1 8 4 11 17

�2 49 43 48 46

P2
D 0.19 0.45 0.20 0.31

P2
L 0.51 0.53 0.45 0.33

��� 0.89 0.88 0.88 0.86

�U� −117 −108 −117 −111

450 K 450 K

�1 23 8 32 10

�2 52 49 52 44

P2
D 0.12 0.36 0.12 0.51

P2
L 0.34 0.34 0.30 0.49

��� 0.87 0.85 0.86 0.84

�U� −109 −92 −102 −102

R. PECHEANU AND N. M. CANN PHYSICAL REVIEW E 81, 041704 �2010�

041704-14



allel cores evident within the layers. Although the layers tend
to align in parallel planes, this is not always the case, and
partial layers may orient in several different directions. In
this regard, the uppermost panel in Fig. 13 shows the P2
order parameter for the layer normal, the director, and the
C�1�-C�2� and C�15�-C�16� bonds in the alkoxy tails. The
order is consistently near zero for the alkoxy tails and gen-
erally higher for the layer normal than for the director. The
order parameters for 5PhP show stronger fluctuations and the
order associated with the layer normal ultimately decreases
to 0.1. At first glance, this would suggest complete dissolu-
tion of the layers and a transition to a nematic or an isotropic
phase. A close inspection of snapshots reveals that the simu-
lation cell consists of smaller, partial layers that are poorly
aligned relative to each other. Thus, in this case, the order
parameter does not reflect the presence of the layers but
rather the consistency in their alignment. Once the fluid
adopts this structure, at around 14 ns, the global layer normal
begins to fluctuate rapidly causing �1 to also fluctuate, since
this quantity involves comparison to the global layer normal
�see Eq. �14��. The continued presence of regional layering is
indicated by the time dependence of the local molecular
structure ��2 in panel C� showing that local environments
are relatively stable over the 20 ns simulation.

Correlations between the panels in Fig. 13 are evident and
transition regions, such as the dip in the 5PhP order param-
eter at 3 ns, provide a rough measure of the time frame for
layer reorganization. This is only a rough guide however.
Our 20 ns simulations reflect the challenges of simulating
liquid crystals: some structural changes occur on the ns time
scale but others require tens of nanoseconds. Single simula-
tions would need to be exceedingly long to survey the ther-
modynamically accessible layered structures in the fluid. Our
approach of using multiple short simulations is simple, but
necessary, to glean details of the fluid structures of 2PhP and
5PhP.

Table II provides average angles, densities, potential en-
ergies, and order parameters with the quantities obtained by
accumulating instantaneous values over multiple 2 ns simu-
lations. As expected, the density and average potential en-
ergy decrease with temperature. The results from the C ring
model indicate Sm-A phases at all temperatures since the
orders associated with the layer normal and the director are,
within statistics, indistinguishable and nonzero at all tem-
peratures. For the A ring model, the five independent simu-
lations are fairly distinct and the dynamics are slow. We sus-
pect that the ring quadrupole is too large for this model. The
properties evaluated from the B1 and B2 ring models are
similar in most respects indicating that the GB parameters
are less important, relative to the ring quadrupole, in deter-
mining fluid properties.

V. CONCLUSIONS

In this paper, the phases of 2PhP and 5PhP are examined
in detail. Molecular dynamics simulations form the basis of
the analysis, with Ewald summations for the electrostatics,
anisotropic changes in the cell shape and size, and multiple
thermostats for translation and rotation. The starting point is

the design of an appropriate molecular model. A semi-coarse-
grained model is adopted in the current study for practical
reasons: quadrupoles are readily included for the aromatic
rings and the models are more efficient than atomistic repre-
sentations. 2PhP is explored at 335, 365, 400, and 450 K.
Over this temperature range, this mesogen forms Sm-C,
Sm-A, nematic, and isotropic phases. A closely related me-
sogen, 5PhP, is also examined at several temperatures. Spe-
cifically, we examine the fluid at 370, 400, and 450 K where
Sm-A and isotropic phases are expected. A comparison of
5PhP and 2PhP is interesting since these two molecules are
structurally very similar, with the most notable difference
being a preference for planarity in the molecular core of
2PhP while 5PhP adopts a twisted-core conformation due to
steric constraints.

Semi-coarse-grained models offer many advantages over
atomistic and fully coarse-grained models. Specifically, they
can be easily adapted to include ring quadrupoles while cap-
turing molecular flexibility and remaining computationally
feasible. The current models for 2PhP and 5PhP underesti-
mate the differences between the phenyl and pyrimidine
rings. Parametrization of a ring model for pyrimidine is an
obvious route to improvement of the molecular model. In
this work, model characterization via pair interactions
proved to be essential in identifying and analyzing the short-
range structure in the phases.

The essential results of this study can be summarized as
follows. First, the presence of ring quadrupoles is essential to
reproducing the phases of 2PhP and 5PhP. Without ring qua-
drupoles, only Sm-A phases occur and they persist to high
temperatures where the true fluids are isotropic. Studies of
pair energies indicate that the quadrupoles lead to energeti-
cally favored crossed-core configurations but that the energy
lowering is much more significant for 2PhP. Simulations of
the mesogens indicate that the tail regions are less structured,
showing distributions consistent with isotropic fluids, and
have no long-ranged order even when the cores are ordered.
The simulations show that, at lower temperatures, the 2PhP
and 5PhP phases are distinct with crossed-core configura-
tions more probable for the former. Our simulations correctly
capture expected trends in the layer spacing with tempera-
ture. Longer 20 ns simulations identify that layer reorganiza-
tion is a slow process that requires up to tens of nanosec-
onds.
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APPENDIX: THE GAY-BERNE POTENTIAL

The Gay-Berne potential is given in Eq. �3�. Expressions for the parameters appearing in the distance dependent ratio �Eq.
�4�� and anisotropic well depth �Eq. �5�� are provided in this appendix. In Eq. �4�, the distance parameter �AB�ûA , ûB , r̂AB� is

�AB�ûA, ûB, r̂AB� = �AB
0 �1 − ��AB�AB

2 �ûA · r̂AB�2 + �AB�AB
−2 �ûB · r̂AB�2 − 2�AB

2 �ûA · r̂AB��ûB · r̂AB��ûA · ûB�
1 − �AB

2 �ûA · ûB�2 ��−1/2

, �A1�

where �AB�AB
2 , �AB�AB

−2 , and �AB
2 are calculated using combination rules suggested by Cleaver et al. �80�

�AB�AB
2 =

��AA
ee �2 − ��AA

ss �2

��AA
ee �2 + ��BB

ss �2 , �A2�

�AB�AB
−2 =

��BB
ee �2 − ��BB

ss �2

��BB
ee �2 + ��AA

ss �2 , �A3�

�AB
2 =

���AA
ee �2 − ��AA

ss �2�
���AA

ee �2 + ��BB
ss �2�

���BB
ee �2 − ��BB

ss �2�
���BB

ee �2 + ��AA
ss �2�

. �A4�

The anisotropic well-depth parameter �AB�ûA , ûB , r̂AB� is a product of three terms. In Eq. �5�, �AB
�1��ûA , ûB� is

�AB
�1��ûA, ûB� = �1 − �AB

2 �ûA · ûB�2�−1/2 �A5�

and

�AB
�2��ûA, ûB, r̂AB� = 1 − ��AB� �AB�2 �ûA · r̂AB�2 + �AB� �AB�−2�ûB · r̂AB�2 − 2�AB�2 �ûA · r̂AB��ûB · r̂AB��ûA · ûB�

1 − �AB�2 �ûA · ûB�2 � . �A6�

The parameters �AB� , �AB� , �AB, and 	AB determine the potential energy as the rings approach with a given orientation. In this
work, Prampolini’s �81� rules for the evaluation of �AB� �AB�2 , �AB� �AB�−2, and �AB�2 have been adopted

�AB� �AB�2 =
��AA

ss �1/	AA − ��AA
ee �1/	AA

��AA
ss �1/	AA + ��BB

ee �1/	BB
, �A7�

�AB� �AB�−2 =
��BB

ss �1/	BB − ��BB
ee �1/	BB

��BB
ss �1/	BB + ��AA

ee �1/	AA
, �A8�

�AB�2 =
���AA

ss �1/	AA − ��AA
ee �1/	AA����BB

ss �1/	BB − ��BB
ee �1/	BB�

���BB
ss �1/	BB + ��AA

ee �1/	AA����AA
ss �1/	AA + ��BB

ee �1/	BB�
. �A9�
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